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Key points: 21 
 22 

A tutorial is presented describing the thermospheric column O/N2 ratio retrieved from the 23 

ratio of OI 135.6 nm / N2 LBH emissions. 24 

 25 

A new concise method of retrieving column ratios from emission ratios avoids the need for a 26 

five-parameter table lookup.  27 

 28 

The new methodology is currently in use with the ICON far ultraviolet data and will be 29 

applied to existing GUVI data. 30 

 31 

 32 
  33 
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Abstract 34 
 35 

More than two decades ago, D. J. Strickland and colleagues proposed use of the O/N2 column 36 

number density ratio as a new geophysical quantity to interpret thermospheric processes recorded 37 

in far ultraviolet (FUV) images of the Earth. This concept has enabled multiple advances in 38 

understanding the global behavior of Earth’s thermosphere. Nevertheless, confusion remains 39 

about the conceptual meaning of the column density ratio, and in the application of this integral 40 

quantity. This is so even though it is now a key thermospheric measurement made by current and 41 

planned far ultraviolet remote sensing missions in pursuit of new understanding of thermospheric 42 

processes and variability. The intent here is to review the historical context of the O/N2 column 43 

density ratio, clarify its physical meaning, and resolve misunderstandings evident in the 44 

literature. Simple examples elucidate its original derivation for extracting column O/N2 ratios 45 

from measurements of the OI 135.6 nm/N2 Lyman-Birge-Hopfield (LBH) emission based on an 46 

algorithmic synthesis of model precomputations. These are organized in the form of a table 47 

lookup of column density ratio as a function of observed radiance ratios. To accommodate 48 

generalized solar-geophysical and viewing conditions, the table required to specify the number 49 

of needed parameters becomes large. Proposed as an alternative is a simplified, first principles 50 

approach to obtaining the column density ratio from the emission ratio. This new methodology is 51 

now being applied successfully to FUV measurements made from onboard the Ionospheric 52 

CONnection (ICON) satellite and will be applied retrospectively to the Global Ultraviolet Imager 53 

(GUVI) data. 54 
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1. Geophysical Concept 78 

1.1. Origins 79 

 80 

Images of the far ultraviolet (FUV) dayglow observed in the direction of the Earth’s disk 81 

have been made for more than 40 years, for example by the Apollo 16 Lunar Camera (Carruthers 82 

and Page, 1976a,b), the Dynamics Explorer (Frank and Craven, 1988) and the POLAR missions 83 

(Frank et al., 1995; Torr et al. 1995; Germany et al., 1994). Often these observations were used 84 

to provide context for in situ measurements without requirement for quantitative assessment. 85 

Despite the application of forward models to assess magnitudes and morphologies of the imaged 86 

emission rates (e.g., Germany et al., 1994; Meier et al., 1995; Drob et al., 1998) and empirical 87 

models to assess variability (Immel et al., 2000), the extraction of quantitative atmospheric 88 

composition information from the data proved challenging because the FUV disk images depict 89 

column emission rates (CER) without revealing the altitudes where the signal originates. In 90 

contrast,  observations of the ultraviolet emission from Earth’s limb do contain quantitative 91 

information (e.g., Meier and Anderson, 1983; Meier and Picone, 1994; Meier et al., 2015) 92 

because their altitude variations above the horizon allow extraction of composition profiles.  93 

 94 

Strickland et al. (1995) overcame the disk problem, for the first time, by demonstrating a 95 

functional relationship between the ratios of observed far ultraviolet airglow emission intensities 96 

and the ratios of the column densities of O and N2. The latter quantity is designated herein as 97 

O/N2 to distinguish the ratio of column densities from the volume density ratio, O/N2. 98 

Strickland et al. found minimal ambiguity in the relationship when the vertical column densities 99 

are calculated above an altitude, z17, corresponding to an N2 column (from infinity down to z17) 100 

of 1017 cm-2 (= NN2 in Equation 1; NO is the O column density above z17). Thus, O/N2 is defined 101 

as: 102 

 103 
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At NN2 = 1017 cm-2, Strickland et al. found little dependence of the relationship between O/N2 107 

and the 135.6 nm / LBH emission ratio on the details of the model atmosphere, although they did 108 

find a dependence on solar zenith angle and viewing angle from nadir (Evans et al., 1995). The 109 

main point of their discovery is that the column density ratio can be found from the ratio of disk 110 

radiances without knowing how O and N2 are distributed throughout the atmosphere. 111 

 112 

Further, they were able to quantify the solar extreme ultraviolet (EUV) energy flux required 113 

to produce the observed airglow by using the absolute magnitude of either the O or the N2 CERs. 114 

Strickland et al. designated this solar variable as Qeuv the integral over wavelength of the model 115 

solar spectral irradiance from 1 to 45 nm, in units of W m-2, a quantity directly comparable to 116 

independent measurements of solar EUV spectral irradiance (e.g., Woods et al., 2008). This 117 

allows for determination of the internal consistency of the FUV airglow observations and 118 

extracted geophysical quantities. 119 

 120 

Subsequent studies arising from the pioneering work of Strickland et al. (1995) leave no 121 

doubt about the geophysical importance of O/N2 and the value of its close relationship to O and 122 

N2 FUV emission rates. Embodied in Equation 1 is the prescription for comparison of observed 123 

O/N2 to atmospheric model predictions: simply integrate the model N2 density vertically 124 

downward until the altitude (z17) is found where the column density is 1017 cm-2. Next, the O 125 

column density is computed above that altitude and divided by1017 to obtain the model O/N2 126 

for comparison with observations. This definition of altitude is only needed for comparison with 127 

models. It does not violate the Strickland et al. finding that the O/N2 retrieved from observed 128 

OI 135.6/N2 LBH has little dependence on the altitudinal distribution of composition. 129 

 130 

For an atmosphere in pure diffusive equilibrium, O/N2 is independent of temperature. A 131 

simple example of this independence is an isothermal atmosphere: temperature cancels in the 132 

ratio of O to N2 scale heights. The independence is also true for the Bates-Walker (Walker, 1965) 133 

and Jacchia (1977) diffusive equilibrium models. But in realistic atmospheres, column density 134 

ratio and temperature can be related. For example, high latitude joule heating causes upwelling 135 

that results in increased molecular concentrations relative to atomic oxygen. This lower O/N2, 136 

hotter air is redistributed globally by equatorward winds, especially at night, that can result in 137 
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dramatic changes in the column density ratio (Meier et al., 2005). I have even noticed high 138 

latitude decreases in GUVI observations of O/N2 for very weak geomagnetic activity increases 139 

in Ap from 2 to 4. As well, Crowley et al. (2008) have related 7- and 9-day oscillations in the 140 

solar wind to modulation of O/N2 by vertical winds at high latitudes and by inference, thermal 141 

expansion at low latitudes. 142 

 143 

In summary, it is now established that observed “two-color” disk images of FUV dayglow 144 

emissions (i.e., measured at oxygen and nitrogen wavelengths) are readily convertible into a 145 

geophysically meaningful quantity, O/N2 which, in turn, can be analyzed with simulations by 146 

atmospheric models. Research incorporating and comparing observed and modeled O/N2 has 147 

established the dramatic responsivity of this ratio to thermospheric dynamical processes that 148 

change the abundance of O relative to N2 (e.g., Zhang et al. 2004; Meier et al., 2005; Crowley 149 

and Meier, 2008). A connection between O/N2 and both F-region peak electron density and 150 

total electron content is also apparent (e.g., Strickland et al., 2001 and Lean et al., 2011a), 151 

surmised to be the result of ionospheric F-region photochemistry that relates the volume 152 

densities of electrons to O/N2 in photochemical equilibrium.  153 

 154 

So far, this paper has categorically referred to the N2 emission rate in the denominator of the 155 

Strickland et al algorithm as “LBH”. Specifically, it means emission from the a1g electronic 156 

state of the molecule to the X 1g
+ ground state. Details of the LBH spectrum used by Strickland 157 

et al. (1995) and in this paper are taken from Conway (1982).  Conway’s spectral synthesis 158 

includes bands ranging from 127.3 – 360 nm. So, it is important to define what is meant by 159 

“LBH”. The definition depends on the type of measurement; so a unique Strickland et al. 160 

algorithm must be derived for each instrument. For the ICON FUV instrument, the LBH channel 161 

covers the wavelength range, 152-162 nm, with peak responsivity at 158 nm (Mende et al., 162 

2017). Convolution of the instrument responsivity with the LBH emission spectrum results in a 163 

measurement of 6.8% of the total band emission. FUV remote sensing missions should always 164 

report the fraction of the total LBH band that is observed. 165 

 166 

1.2. Conceptual confusion 167 

 168 
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Much of the current confusion about the thermospheric column O/N2 ratio and its geophysical 169 

interpretation concerns the reference altitude, z17, for which the N2 column reaches 1017 cm-2. 170 

Some researchers have attempted to assign geophysical significance to this altitude, by 171 

postulating that it is a fundamental variable (Zhang and Paxton, 2011, 2012; Yu et al. 2020). 172 

Strickland et al. (2012) objected to this interpretation, asserting that “the proper and necessary 173 

way to understand O concentration changes from satellite observations of OI 135.6 nm and N2 174 

LBH dayglow from the Earth’s disk is not in terms of altitude but in terms of column densities, 175 

including total column density”.  176 

 177 

The present paper aims to resolve this argument by demonstrating with explicit examples 178 

in Sections 2 and 3, that O/N2 must follow the Strickland et al. interpretation in terms of 179 

thermospheric column density (or equivalently optical depth). Strickland et al. found that the 180 

relationship between O/N2 and the 135.6 nm/LBH ratio becomes less accurate for column 181 

densities less than or greater than NN2 = 1017 cm-2. The way to understand this is to recognize 182 

that the emission rates are sensitive to the atmospheric column where the solar EUV radiation is 183 

deposited. At column base less than NN2 = 1017 cm-2, the lower accuracy is likely a consequence 184 

of not including in the algorithm, the production of airglow by solar EUV photons that have 185 

passed through to greater column depths. Similarly, for a column density base in excess of NN2 = 186 

1017 cm-2, there is little or no airglow production, so the numerator and denominator of Equation 187 

1 needlessly include large non-contributing values that reduce the accuracy of the relationship 188 

between the column density ratio and the emission rate ratio. An N2 column density base of 1017 189 

cm-2 defines a region that contains most of the photon production and therefore results in the 190 

optimal algorithmic relationship for sunlight incident on a terrestrial atmosphere. 191 

 192 

1.3. Other complexities 193 

 194 

As aforementioned, the simple relationship between column density ratio and emission rate ratio 195 

does depend on the solar zenith angle and the viewing angle from nadir. Consequently, when 196 

viewing the disk away from nadir, the azimuth angle relative to the solar azimuth angle also 197 

becomes an essential parameter—viewing toward the sun leads to a different result than viewing 198 

away from the sun. Figure 1 illustrates the geometric concepts. The azimuth of the instrument 199 
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line of sight (LOS) is of minimal importance near the subsolar location but becomes critically 200 

important for observations approaching twilight.  201 

 202 

Later investigations have revealed additional effects that influence the dependence of the 203 

column density ratio on the emission rate ratio. For example, variations in the spectral 204 

distribution of the solar EUV irradiance can affect the relationship, both over a solar cycle and 205 

during solar flares. This is a consequence of wavelength dependence of the atmospheric 206 

absorption cross sections that effectively move the energy deposition to different column depths 207 

(Strickland et al. 2007). And, as this paper describes, there is actually a slight dependence on 208 

atmospheric composition (less than ~2%) of the relationship of the 135.6/LBH ratio to O/N2 209 

when evaluated over a larger range of atmospheres than used by Strickland et al. (1995). As 210 

explained later, this is undoubtedly due to the inclusion of physical effects traceable to O2 or to 211 

instrumental configuration. 212 

 213 

In the most general case, accurate retrieval of O/N2 from measurements of the 135.6/LBH 214 

ratio therefore requires knowledge of 1) the solar zenith angle, 2) the view angle from nadir and 215 

3) its azimuth relative to the sun’s azimuth (Figure 1), 4) the solar EUV spectral irradiance, and 216 

5) atmospheric concentrations. The solar spectrum and the minimal atmospheric effects are 217 

readily accommodated in the algorithm by including a priori information from empirical models 218 

that are dependent on solar activity. For nadir viewing, there is no azimuthal effect; even up to 219 

20 deg from nadir the error from using a fixed azimuth is less than a few per cent. Nonetheless, 220 

an accurate algorithm suitable for any atmospheric observation must include all five parameters. 221 

Alternatively, this paper proposes a generalized approach for the extraction of O/N2 from 222 

radiance ratios. 223 

 224 

Section 2 discusses the basic principles that relate the observed airglow ratios to 225 

thermosphere O/N2 and Section 3 establishes the irrelevance of the reference altitude. Section 4 226 

assesses effects of neglecting the various parameters in a table lookup algorithm. Section 5 227 

describes the new approach for retrieving column O/N2 from OI 135.6 nm and N2 LBH 228 

emissions, a methodology that abolishes the need for a five-parameter table.  229 

 230 
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2. Why is the airglow intensity ratio proportional to the column O/N2 ratio? 231 

 232 

The production of FUV emission is initiated by solar EUV radiation incident on and 233 

absorbed by the atmosphere. Following absorption by atmosphere gases, photons with 234 

wavelengths shorter than about 45 nm have sufficient energy to photoionize O and N2, releasing 235 

photoelectrons with energy sufficient to excite the FUV dayglow (45 nm corresponds to 15.4 eV 236 

photoionization energy of N2 plus 12 eV photoelectron energy). Such photoelectrons can then 237 

inelastically collide with O and N2, exciting them to the 5S and a1g electronic states, 238 

respectively. The relaxation of excited species to their ground states produces OI 135.6 nm and 239 

N2 LBH photons. Using altitude for the benefit of visualization, the profiles of the volume 240 

emission rates of these species peak between 150 and 200 km, depending on solar activity, 241 

atmospheric conditions and solar zenith angle. The topside profiles (at altitudes above the 242 

emission peak) mostly follow the O and N2 scale heights with some modification due to the 243 

photoelectron flux profile. The bottom sides of the emitting layers (at altitudes below the 244 

emission peak) decrease rapidly with decreasing altitude due to extinction of the solar EUV 245 

radiation. Meier (1991) and Strickland et al. (1999) provide examples of such profiles. 246 

 247 

O and N2 column emission rates are line-of-sight integrals of the volume emission rate 248 

modified by extinction and scattering along the line-of-sight. Further examination of volume 249 

emission rates in the above publications shows that the base of the emitting column is in the 250 

vicinity of, or slightly larger than, NN2 = 1017 cm-2 (although there is a smaller level of FUV 251 

radiation coming from deeper in the atmosphere due to soft X-ray production of photoelectrons 252 

and from multiple scattering of 135.6 nm photons). Thus, the atmosphere’s emission of both 253 

135.6 nm and LBH radiation mostly originates in a column whose base ranges in model 254 

atmospheres from about 135-140 km and whose meaningful top is between 200-300 km altitude. 255 

It is important to recognize that the column emission rates are related to the column densities and 256 

are not a measure of the number density at 135-140 km.  257 

 258 

A semi-quantitative derivation of the radiance ratio relationship to column density ratio 259 

follows. The column emission rate is given by the integration over altitude of the volume 260 

emission rate, which is the product of the photoelectron g-factor (excitation rate per sec per 261 
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atom) and the number density, n at altitude z. Assumed for simplicity is a nadir observing 262 

direction from a space-based platform above the atmosphere. Minor multiple scattering effects of 263 

the 135.6 nm radiation field are ignored (typically < 10% in the region of peak photon 264 

production), as is pure absorption by O2 that takes place lower in the atmosphere. (The vertical 265 

optical depth for O2 extinction reaches unity at 135.6 nm around 110 km, so it plays little role in 266 

affecting the vertical column emission rate which samples much higher altitudes. On the other 267 

hand, O2 extinction for limb viewing takes place at much higher altitudes due to the long slant 268 

path through the atmosphere; typically, the atmosphere becomes opaque below tangent altitudes 269 

of about 130 km. This allows retrieval of the O2 concentration from limb scanning data.) The g-270 

factor at each altitude (excitation s-1) is defined as the integration over energy, E of the (isotropic 271 

where collisions dominate) photoelectron flux, (E)  (electron cm-2 s-1 ev-1) times the electron 272 

impact excitation cross section, : g = (E)dE. For LBH bands, the excitation cross 273 

section is for the vibrational bands being observed. With these approximations, the ratio of the 274 

135.6/LBH column emission rates (in Rayleighs) is  275 

 276 

ସ஠୍భయఱల
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ൌ  
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ಮ

౰ౢ
/ଵ଴ల

׬ ୥ైాౄሺ୸ሻ ୬ొమሺ୸ሻ ୢ୸
ಮ

౰ౢ
/ଵ଴ల

                                               (2) 277 

 278 

Converting more precisely to column density as the independent variable, the emission ratio 279 

becomes: 280 

 281 
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 283 

 284 

The lower limit on the integrals, zl in Equation 2, is the altitude that includes the FUV 285 

emitting column (i.e., z17). The right-hand side of Equation 3 assumes that an effective column 286 

density exists such that the relationship between intensity ratio and column density ratio is 287 

unique. This assumption is not strictly true in a real atmosphere where there is curvature of the 288 

slope of the radiance ratio-column density ratio relationship due to the effects mentioned above 289 
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that this derivation ignores. Nevertheless, it is now clear from Equation 3 why Strickland et al. 290 

(1995) were able to obtain a definitive relationship between the radiance and column density 291 

ratios. 292 

 293 

The proportionality between the column emission rate ratio and the column density ratio can 294 

be represented generally by defining S as the slope of the relationship: 295 

 296 

ସ஠୍భయఱల

ସ஠୍ైాౄ
ൌ  SሺΣO/N2, 𝑿ሻ ∙ ΣO/N2                                                 (4) 297 

 298 

 299 

where X is a vector representing the remaining five parameters. Traditionally the functionality of 300 

S is synthesized numerically from forward modeling and organized into a lookup table. 301 

 302 

3. Irrelevance of reference altitude 303 

 304 

What is the significance of the column density base? In their search to quantify the association of 305 

disk emission rates and thermospheric column densities, Strickland et al. (1995) established that 306 

a nearly unique relationship exists only when the base of the column integrals is properly 307 

defined. As noted above, this turned out to be the location where NN2 = 1017 cm-2 in the terrestrial 308 

atmosphere. To determine this, they used the AURIC model (Strickland et al. 1999) to compute 309 

disk emission rates for a large number of model atmospheres, demonstrating with thousands of 310 

computations that the ratio of OI 135.6 nm to N2 LBH emission rates is ordered very well by the 311 

then-new concept of O/N2.  312 

 313 

Strickland et al. (1995, 2012) already pointed out that the correct way to interpret the 314 

relationship of Equation 4 is through the column density as the independent variable. The 315 

fundamental point is that Equations 1 and 3 demonstrate the irrelevance of the number density 316 

distribution along the emitting path.  317 

 318 
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Simple examples readily prove the mathematical relationship between the radiance ratio and 319 

the column density ratio independent of the distribution of the number densities. The examples 320 

are executed by applying Equation 2 to a cloud of mixed O and N2 gas. In this idealized situation 321 

there is no reference to altitude, per se. The cloud is assumed to be uniform in the plane 322 

perpendicular to the solar direction and of sufficiently large column depth to absorb all solar 323 

EUV radiation. A variety of gas mixtures is used, including uniform number densities of O and 324 

N2, linear variation of O relative to N2, Heaviside (square wave) layers of O and N2, and 325 

exponential variations. As will be seen, these examples corroborate the derivation of Equation 4 326 

from Equation 2. 327 

 328 

The first group of examples assumes g-factors that are a simple exponential function of total 329 

column density, N, as shown in Equation 5 and in the dashed lines of Figure 2. N is chosen 330 

because that is the independent parameter used by Strickland et al. (1997) in their parameterized  331 

 332 

𝑔௜ሺ𝑁ሻ ൌ 𝑔௜ሺ0ሻ𝑒ିே/ே೐                                                         (5) 333 

 334 

model of g-factors. This typifies excitation rates associated with direct photon excitation into 335 

excited states of the species, i, rather than by photoelectron excitation; as such it is easily 336 

integrable. In this case, the g-factor at the sunward edge of the cloud is the integration over 337 

energy of the solar irradiance times the excitation cross section. Although not necessary for the 338 

purpose of illustration, the exponential g-factors are chosen so that their magnitudes and 1/e 339 

extinction values (Ne) are comparable to the photoelectron g-factors (solid lines).  340 

 341 

A uniform mixture of O and N2 is defined as constant volume densities throughout the 342 

cloud. The O and N2 column densities thus increase linearly with depth into the cloud, and the 343 

exponential g-factor extinction causes the volume excitation rate (g  n) to decrease. Substitution 344 

of Equation 5 and constant n values into Equation 2 leads to, 345 

 346 

ସ஠୍భయఱల

ସ஠୍ైాౄ
ൌ  

௚ೀሺ଴ሻ

௚ಿమሺ଴ሻ
∙ ΣO Nଶ⁄                                                     (6) 347 

 348 
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Thus, in this straightforward example, the intensity ratio depends linearly on the column density 349 

ratio and the column density ratio is independent of distance into the cloud. Analytic and 350 

numerical computations of ratios using the remaining three volume density distributions (linear, 351 

Heaviside and exponential) all fall on the same straight line described by Equation 6.  352 

 353 

It is straightforward to repeat the same exercise using the photoelectron g-factors plotted in 354 

Figure 2. For simplicity, these were computed using the analytic representation proposed by 355 

Strickland et al. (1997) rather than a numerical computation of the photoelectron flux. All four 356 

density distributions produced a linear relationship, although the ratio of g-factors differs from 357 

the exponential g-factor. 358 

 359 

4. Table lookup algorithm 360 

 361 

The Strickland et al. (1995) proposal for retrieving O/N2 from 4πIଵଷହ.଺/4πI୐୆ୌ entailed 362 

precomputation of tables of the two quantities vs solar zenith angle (Evans et al., 1995), 363 

primarily for viewing in the nadir from satellite altitude. The column density ratio is quickly and 364 

easily found from a measurement of the two radiances through two-dimensional interpolation or 365 

direct table lookup with very fine gridding of the tabular values of radiance ratio and solar zenith 366 

angle. As emphasized in Section 1, for more general viewing conditions, the solar spectrum, the 367 

model atmosphere, and the viewing geometry all play a role in and increase the dimensionality of 368 

the table.  369 

 370 

To illustrate the table lookup algorithm and to estimate the level of error expected if the table 371 

fails to include parameters beyond the solar zenith angle, a forward model is used to construct a 372 

table for selected conditions. The forward model incorporates the NRLSSI-EUV solar EUV 373 

spectral irradiance, updated from Lean et al. (2011b) using more recent SEE data (Solar EUV 374 

Experiment; Woods et al., 2018); the NRLMSIS00 (Picone et al., 2002) model atmosphere; and 375 

an abbreviated version of the AURIC algorithm (Strickland et al., 1999; Meier et al., 2015) to 376 

compute the photoelectron excitation rates. In all test cases herein, the algorithm database is 377 

restricted to a fixed model atmosphere for F10.7 = 150 SFU (a Solar Flux Unit = 10⁻²² watt per 378 

square meter-hertz = 10,000 Jansky), day of year = 70, latitude = 0 deg, longitude = 0 deg, and 379 
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local solar time = 8 H. The azimuth relative to the sun  is set at 90 deg (i.e., LOS = 0 and S = 90 380 

deg in Figure 1). The hypothetical observation is made toward the earth disk from 525 km, well 381 

above emission altitudes. Because most observations of the OI 135.6 nm emission rate are 382 

contaminated by the underlying LBH band near that wavelength, the examples herein assume the 383 

same for realism. Using the ICON FUV instrument as an example, the total signal in the 1365.6 384 

nm channel contains 12.2% of the total LBH band emission rate.  For the pure LBH channel, a 385 

single band at 158 nm is used in this restricted example that includes 6.8% of the total LBH 386 

emission. For simplicity, the O2 pure absorption cross section is evaluated only at these two test 387 

wavelengths. (Note that the actual ICON algorithm includes the full LBH vibrational band 388 

structure in each of the FUV channels along with the correct description of O2 extinction.)  Thus, 389 

this test algorithm is parameterized only by vertical column density, solar spectral irradiance 390 

variability, and solar zenith angle. This allows for error estimates using “observed” radiances 391 

computed with the forward model using known solar, atmospheric (i.e., number and column 392 

densities), and viewing conditions. 393 

 394 

Figure 3 gives an example of the basic table lookup process. In this case, the noiseless 395 

“observations” for illustrating the algorithm use a solar EUV spectral irradiance and model 396 

atmosphere defined by F10 = 70 SFU, appropriate for current (2020) conditions. The solar zenith 397 

angle of the observer in this test is 55 deg. Numerical values of the “observed” column emission 398 

rates are included in the figure; their ratio is 5.59. The black curves are from the algorithm tables 399 

using F10 = 70 SFU; tabular values are indicated by the small + symbols. The algorithm first 400 

interpolates across solar zenith angles to produce the red curve in the figure at 55 deg. Tracing 401 

the straight red line vertically upward from 5.59 on the abscissa to the red curve leads to 1.085 402 

for the retrieved column density ratio on the ordinate. The retrieved column density ratio is in 403 

excellent agreement with the “true” value from the forward model, 1.088. 404 

 405 

As pointed out earlier, ideally, families of curves like those shown in Figure 3 are required 406 

for each level of solar activity, model atmosphere, angle from local nadir, and azimuth from the 407 

sun. Error, often significant, is possible if these parameters are not included in the algorithm. 408 

Selected error estimates are provided next in order to probe the performance of the table lookup 409 

algorithm when it does not accommodate all parameters. Specifically, radiance ratios for the 410 
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“true” model atmosphere are computed using varying solar EUV irradiances, model 411 

atmospheres, and viewing conditions. The fixed-condition algorithm then retrieves column 412 

density ratios for comparison with the “true” column density ratios and their errors are 413 

determined for selected conditions. These are “estimates” because they are meant to typify the 414 

level of error, but not to constitute a rigorous error analysis for the full range of solar-415 

geophysical and viewing configurations. For simplicity, the first two examples are restricted to 416 

nadir viewing. 417 

 418 

The first example assesses the error in the retrieved O/N2 caused by the fixed solar spectral 419 

irradiance of the algorithm. In order to isolate the solar activity effect from the atmospheric 420 

changes, NRLMSIS00 is fixed at F10 = 150 SFU in the forward model. The algorithm returns 421 

for varying F10 are plotted in Figure 4 for 0 and 70 deg solar zenith angle. Errors of up to 10% 422 

are obtained with a fixed irradiance algorithm. Strickland et al. (2007) discuss in more detail the 423 

effect of the solar spectrum on the column density retrieval. 424 

 425 

The second example uses “observed” (nadir) emission rates computed with a constant solar 426 

spectral irradiance (NRLSSI-EUV with F10 = 150 SFU) in order to isolate the effect of a varying 427 

atmosphere. Figure 5 displays the resulting error of the fixed sun algorithm. Unlike the simple 428 

examples in Section 3, a small dependence on composition is present for a realistic atmosphere, 429 

undoubtedly due to ignoring factors such as O2 extinction, contamination of the OI 135.6 nm 430 

emission by LBH bands and the minor contribution of photoelectron impact on O2 resulting 431 

dissociative excitation of O (5S). 432 

 433 

The last example assesses the error in retrieved O/N2 for off nadir viewing. In this situation, 434 

it is essential to accommodate the variation of the solar illumination along the line of sight (as 435 

implemented by Meier et al. (2015) in the GUVI algorithm). The error is not symmetric toward 436 

and away from the sun because the exponential extinction of sunlight is greater for viewing away 437 

from the sun. Recall that the algorithm database was computed for a fixed azimuth of -90 deg 438 

relative to the solar azimuth (LOS = 0 and S = 90 deg in Figure 1). With the sun and the 439 

observer located in the equatorial plane, the azimuth is toward the north in the algorithm. 440 

Noiseless “observations” for evaluating the fixed-azimuth disk algorithm were computed for six 441 
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angles relative to nadir: LOS = 0, 10, 20, 40, 60, and 70 deg. The azimuths for each nadir angle, 442 

LOS range from 0-360 deg.  443 

 444 

Figure 6 shows the errors in retrieved O/N2 at solar zenith angle S = 60 deg as a function 445 

of azimuth, LOS. Each curve is for the different angles, LOS from nadir. As expected, there is 446 

minimal error for small angles from nadir. Even at 60 deg from nadir, the maximum error 447 

reaches only about  5%. But there is a substantial increase for larger nadir angles as the 448 

geographic difference between the solar illumination along the LOS toward and away from the 449 

sun becomes large. For a smaller S = 30 deg, the errors between the forward model and the 450 

fixed azimuth algorithm are less than  1% up to 20 deg from nadir, are less than  2% up to 40 451 

deg from nadir and reach  10% at 70 deg from nadir. At 75 deg solar zenith angle the error is 452 

even larger for viewing away from nadir. At 40 deg from nadir, the error is about  5%  and at 453 

60 and 70 deg from nadir, the error reaches 10 and 40%, respectively.  454 

 455 

While the error plots in Figures 4-6 are indicative of the effects of three different parameters 456 

on the value of O/N2 retrieved from FUV emission ratios, the full range of parameter space is 457 

larger than that explored here. Nonetheless, these examples demonstrate the importance of 458 

parameterizing the solar-geophysical conditions and the viewing angles in table lookup 459 

algorithms for other than a few limited situations.  460 

 461 

5. Alternative Disk Algorithm 462 

 463 

Launched into a 600 km altitude, 27 deg inclination orbit on October 10, 2019, the ICON FUV 464 

instrument images Earth’s limb from about 500 km tangent altitude downward onto the disk to 465 

an angle of about 58 deg from nadir. At this closest approach to nadir, the azimuth angle of the 466 

line of sight relative to the solar azimuth can vary by more than 50 deg around the orbit. Based 467 

on the analysis of Section 3, a traditional algorithm that successfully extracts O/N2 from ICON 468 

disk data requires a table lookup with five parameters in order to meet the mission requirement 469 

of 8% accuracy. This could lead to numerical challenges, especially if interpolation of the table 470 

is required.  471 
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 472 

To avoid such issues, a new and more concise technique for extracting O/N2 from the disk 473 

135.6 nm to LBH band ratio was proposed. It is new because all previous algorithmic approaches 474 

have employed lookup tables. Although the table lookup method uses first principles models to 475 

populate the table, the new methodology employs the first principles model directly. The process 476 

consists of the following steps: 477 

 478 

1) Compute the 135.6 nm and LBH band emissions with a forward model that incorporates 479 

the viewing geometry, the best prediction of the solar EUV irradiance and model 480 

atmosphere, and a representation of the instrument characteristics.  481 

 482 

2) Compute the predicted vertical column density ratio,  O/N2 at a standard location, such 483 

as the pierce point, where the line of sight passes through the 150 km level (Figure 1). 484 

 485 

3) Scale the predicted  O/N2 up and down by a specified increment (e.g., multiply the O 486 

concentration by 0.5 and 1.5) and recompute the 135.6 nm/LBH radiance ratios for the 487 

higher and lower column density ratios to create three emission rate ratios. 488 

 489 

4) Fit the three column density ratios vs radiance ratios with a simple polynomial or 490 

interpolate to find the value of O/N2 for the observed radiance ratio. 491 

 492 

 Step 1) of the procedure accounts for four of the parameters that determine O/N2. It 493 

includes physical effects left out in the simplified examples of Sections 2 and 3, such as multiple 494 

scattering of 135.6 nm photons, production of O (5S) from dissociative excitation of O2 by 495 

energetic photoelectrons, O2 extinction and an instrument model. For the present example, the 496 

instrument model is a simplified version of the actual ICON FUV forward mode described by 497 

Stephan et al. (2018). The ICON model is highly customized for the mission and lacks the 498 

flexibility for tests such as these. The simplified model uses responsivities at 135.6 nm and at 499 

158 nm only (instead of the detailed character of emissions within the spectral band of an actual 500 

instrument). The responsivities were selected to match the effective values of the ICON FUV 501 

instrument, 0.59 and 0.20 counts/R, respectively for the two wavelengths. Step 4) is analogous to 502 
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the red curve in Figure 3. This method, of course, assumes that the scaling in Step 3) 503 

encompasses the observed emission rate ratios. If it does not, the range of values can be 504 

expanded beyond 50% to avoid extrapolation errors. Comparisons against the table lookup 505 

algorithm (under restricted viewing conditions) and against limb retrievals (e.g., Meier et al. 506 

2015) of the column O/N2 yield excellent results; estimated uncertainties in the retrieved values 507 

are a small fraction of a percent and could be improved with higher precision coding.  508 

 509 

 One the many possible tests of the new algorithmic approach consists of generating synthetic 510 

data for known solar-geophysical conditions. Disk retrievals of O/N2 can then be carried out for 511 

comparison with radiance ratios from the known atmosphere and satellite observing conditions . 512 

A convenient test case is a typical ICON orbit and disk viewing case—58 deg from nadir. 513 

Synthetic data are generated by applying counting noise to a forward model computation of disk 514 

radiances. Random counting noise is generated using the responsivities of the two FUV detectors 515 

to convert computed radiances into counts, apply Poisson noise and convert back into Rayleighs. 516 

The model atmosphere and solar spectral irradiance are for solar medium conditions with F10 = 517 

150 SFU.  518 

 519 

The upper left panel in Figure 7 shows synthetic data vs time for the short wavelength 520 

channel (SW), which includes both OI 135.6. and 12.2% of the total N2 LBH band, as explained 521 

earlier in Section 4 for the ICON FUV instrument. The long wavelength channel (LW) includes 522 

6.8% of the entire LBH band emission. The upper right panel in Figure 7 shows their ratios. The 523 

lower left panel shows the coordinates for the so-called pierce point, where the line of sight of 524 

the instrument passes through a surface at 150 km altitude level above the reference ellipsoid 525 

(Figure 1)— the ICON standard for geolocating disk retrievals. The lower right panel contains 526 

the data points obtained from the new algorithm, as well as the “truth”. i.e., the NRLMSIS00 527 

model. The mean of the difference between the retrievals and the “truth” is virtually zero and the 528 

standard deviation of the data points is about 8%. 529 

 530 

6. Discussion and Conclusions  531 

 532 
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The motivation for the tutorial on the physical foundation of the column density ratio concept 533 

in Sections 1-3 is to preclude future misinterpretation of the thermospheric information available 534 

from the ratios, as exemplified by the argument between Zhang and Paxton (2012) and 535 

Strickland et al. (2012). Equation 3 and Section 2 of this paper demonstrate that no information 536 

about the altitude distribution of O and N2 is available from O/N2 derived from remote sensing. 537 

Contrary to the claim by Zhang and Paxton (2011) that the altitude base of the column, z17 is a 538 

fundamental parameter, their approach actually requires the introduction of a priori information 539 

about altitude in the form of an atmospheric model. While it is true that an observation of the 540 

column density ratio can constrain a model, the correctness of the altitude variations within the 541 

model can only be known with additional information. 542 

 543 

More recently, Yu et al. (2020) used an empirical argument based on GUVI limb 544 

observations to assert that the altitude of the column base can be obtained from the column 545 

density ratio. GUVI limb data are scans of the Earth limb from near 500 km down to 110 km 546 

tangent altitudes and are readily inverted to obtain altitude profiles of O, N2, and O2 (Meier et al., 547 

2015). The column density ratio may then be computed through vertical integration of the 548 

number densities (Equation 1) and taking the ratio. But this method of retrieving O/N2 is 549 

obviously not a direct disk measurement. Rather, it is only the knowledge of the altitude 550 

distribution inherent in the limb scans that allows the base of the column to be quantified. While 551 

there may be some correlation between O/N2 and z17, there is no guarantee that a disk 552 

measurement alone can specify the base of the column without the introduction of additional 553 

altitude information. Indeed, the correlation in their Figure 6a shows tens of km spread in actual 554 

z17 vs their empirical model—much larger than the approximately 5 km uncertainty obtained 555 

from a prediction by the NRLMSIS00 model alone. (Note that the NRLMSIS 2.0 is more 556 

accurate at solar minimum; Emmert et al., 2020.) 557 

 558 

The advent of the ICON (Immel et al., 2018) and GOLD missions (Eastes et al. 2020) has 559 

exposed the limitations of the standard disk algorithm for the retrieval of the O/N2 column 560 

density ratio from the OI 135.6 nm / N2 LBH band ratio. The table lookup algorithm required to 561 

accommodate all viewing conditions is cumbersome in its most generalized form. A new concise 562 

algorithm is described that overcomes a numerically simple but potentially challenging five 563 
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parameter table lookup. A distinct advantage of the new method is that the same forward model 564 

used in limb retrievals is applied to disk data—no precomputed synthesis is required. This avoids 565 

the dilemma, as yet unresolved in the GUVI data, namely the precomputed table lookup disk 566 

algorithm produces different column density ratios than does the limb inversion algorithm (Meier 567 

et al., 2015).  568 

 569 

The new algorithm has been implemented for ICON FUV disk data processing at the Science 570 

Data Center, U. California, Berkeley. Again, the algorithm used for ICON is more sophisticated 571 

and customized than that used in Section 5. It includes all physical effects contributing to the 572 

observed emissions as well as the detailed characteristics of the FUV instrument. 573 

 574 

As amply demonstrated by Strickland and colleagues, by others over the years, and by this 575 

work, the O/N2 column density ratio has now become a standard geophysical parameter that 576 

offers much in diagnosing the state of the thermosphere, particularly on global scales. Reflecting 577 

this, thermospheric models should now routinely offer output fields of O/N2 for ready analysis 578 

of observations. 579 

 580 

 581 

 582 

  583 
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Figures and Captions 745 

 746 

Figure 1. Illustration of typical observing geometry. LOS is the view angle of the instrument 747 

from local nadir, LOS is the azimuth from north of the line of sight (LOS) projection onto a plane 748 

at 150 km altitude perpendicular to the local vertical. S is the solar zenith angle and S is the 749 

solar azimuth relative to north. All azimuth angles are measured counterclockwise relative to 750 

north. 751 
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 752 

Figure 2. Photoelectron (solid) and exponential (dashed) g-factors are plotted against overhead 753 

total column density from the Sun. OI 135.6 nm excitation is in black and N2 LBH band is in red. 754 

The ratio of the photoelectron g-factors is in green. The solar 10 cm flux is 150 SFU. 755 
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 756 

Figure 3. Illustration of the table lookup algorithm. Precomputed database of column density in 757 

the algorithm is plotted as a function of the intensity ratio for solar zenith angles labeled at the 758 

top of each black curve. The tabular grid intervals are marked as the small black points on the 759 

curves and the solid lines are interpolations. For an “observed” ratio of about 5.59 at 55 deg solar 760 

zenith angle, the retrieved column density ratio is 1.085, as indicated by the vertical and 761 

horizontal straight red lines connecting at the interpolated red curve. 762 
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 763 

Figure 4. Estimated algorithmic error from using a fixed solar EUV spectrum is plotted against 764 

solar EUV spectral irradiance characterized by the 10.7 cm radio flux. For this example, the 765 

NRLSSI-EUV solar spectral irradiance model changes with F10.7 in the forward model for 766 

emission ratio computations, but the NRLMSIS00 model atmosphere is fixed at F10 = 150 SFU. 767 

See text for geographic and local time information.  768 
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 769 

Figure 5. Estimated error from using a fixed model atmosphere in the algorithm is plotted against 770 

solar activity. The NRLMSIS00 model in the emission ratio computations varies with F10, but 771 

the NRLSSI-EUV solar spectral irradiance model is fixed at F10 = 150 SFU. See text for 772 

geographic location and local time information.  773 
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 774 

Figure 6. Estimated errors expected from using a fixed azimuth in the algorithm. The model 775 

atmosphere and the solar EUV radiance are both fixed in the forward model used to compute the 776 

emission ratios, with F10 = 150 SFU and solar zenith angle of 60 deg. The observer and the sun 777 

are on the equator, so the solar azimuth from North is 90 deg. Each curve is for a different angle 778 

from nadir.  779 
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 780 

Figure 7. Simulation of the new disk O/N2 retrieval algorithm for a typical ICON orbit. In the 781 

upper left panel, synthetic data for viewing at 58 deg from nadir are plotted vs time into a 782 

simulated ICON orbit. SW is the short wavelength (135.6 nm + 12.2% of the LBH band) channel 783 

and LW is the long wavelength (6.8% of the LBH band) channel. The upper right is the ratio of 784 

SW to LW emissions. The lower left panel gives the coordinates for each point at the location 785 

where the line of sight passes through 150 km altitude. The black points in the lower right panel 786 

are the values retrieved with the algorithm and the red line is the “truth”. The solar activity level 787 

is F10 = 150 SFU. 788 



Preprint. An edited version of this paper was published by AGU. Copyright 2021 American Geophysical Union. 

 34

 789 
 790 
 791 
 792 
 793 
 794 


